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แม้ปัญญาประดิษฐ์ (AI) จะช่วยขับเคล่ือนประสิทธิภาพ
และนวัตกรรมใหม่ ๆ ในหลายภาคส่วน แต่ความท้าทาย
ด้านการก ากับดูแลกลับเพิ่มสูงขึ้นตามไปด้วย เราพบ
ตัวอย่างจ านวนมากท่ีอัลกอริทึมน าไปสู่อคติ  ความ 
เหล่ือมล้า และการตัดสินใจท่ีไม่เป็นธรรม โดยเกิดขึ้น
อย่างแนบเนียนจนผู้ ใ ช้ไม่ ทันตระหนัก การพัฒนา 
Responsible AI จึงเป็นส่ิงจ าเป็น เพื่อให้ระบบท างาน
อย่างปลอดภัย โปร่งใส และสอดคล้องกับค่านิยมของ
สังคมในวงกว้าง 

ด้วยเหตุน้ี การบรรยายหัวข้อ “Building Responsible 
AI: Frameworks for Accountability, Audits, and 
Autonomy” จึงมีวัตถุประสงค์เพื่อเสนอกรอบแนวคิด
และเครือ่งมือส าหรบัการพัฒนาและก ากับดูแล AI อย่าง
รอบด้าน ต้ังแต่การตรวจสอบอัลกอรทึิม การออกแบบ
กลไกความรับผิดชอบ ไปจนถึงการสร้างระบบท่ีเปิด
โอกาสให้ผู้ ใ ช้มีอ านาจควบคุมและมี ส่วนร่วมเหนือ
เทคโนโลยีได้อย่างแท้จรงิ 

โลกท่ี AI กลายเป็นโครงสรา้งพื้นฐานของสังคม 

AI ไม่ได้ท างานเพียงในฐานะเทคโนโลยีท่ีอยู่เบ้ืองหลัง
ระบบดิจิทัล แต่ได้กลายเป็นโครงสรา้งพื้นฐานท่ีก าหนด
รูปแบบการท างานของเศรษฐกิจ หน่วยงานรัฐ และวิถี
ชีวิตของประชาชน ต้ังแต่แพลตฟอร์มโซเชียลมีเดีย 
ระบบธนาคาร การแพทย์ ไปจนถึงสถาบันการศึกษา AI  
มี อิทธิพลต่อ ส่ิ ง ท่ี ผู้ คนมองเ ห็น  การ ตัด สิน ใ จ ใน
ชีวิตประจ าวัน และโอกาสท่ีสามารถเข้าถึงได้ในระบบ
เศรษฐกิจและสังคม 

ลักษณะการแพร่กระจายของ AI เช่นน้ีท าให้งานพัฒนา
ระบบจ าเป็นต้องต้ังอยู่บนกรอบ “Socio-technical 
Systems” ซึ่งมองเทคโนโลยีควบคู่ไปกับบรบิททาง 

สังคม ได้แก่ พฤติกรรมผู้ใช้ วัฒนธรรม กฎหมาย กลไก
ตลาด และโครงสรา้งอ านาจในสังคม เน่ืองจากอัลกอรทึิม 

เพียงตัวเดียวสามารถเปล่ียนทิศทางของการส่ือสาร
สาธารณะ ส่งผลต่อโอกาสของบุคคล หรอืก่อให้เกิดความ
เหล่ือมล้าเชิงโครงสรา้งได้โดยท่ีผู้ได้รบัผลกระทบอาจไม่
ทันรบัรู ้

ดังน้ัน การสร้าง AI ท่ีรับผิดชอบจ าเป็นต้องอาศัยการ
ท างานข้ามสาขาวิชา นักมานุษยวิทยา นักสังคมวิทยา นัก
กฎหมาย นักเศรษฐศาสตร ์วิศวกรคอมพิวเตอร ์ตลอดจน
นักการเมือง ล้วนมีบทบาทส าคัญ เพราะเทคโนโลยี
ท้ังหมดอยู่ภายใต้กฎเกณฑ์ ค่านิยม และพฤติกรรม
มนุษย์ ไม่ใช่ผลผลิตท่ีด ารงอยู่ในห้องปฏิบัติการอย่าง
โดดเดี่ยว 

ศักยภาพและผลกระทบของ AI: ดาบสองคมท่ีสังคม
ต้องรบัมือ 

AI มีศักยภาพในการยกระดับคุณภาพชีวิตอย่างลึกซึ้ง 
โดยเฉพาะในงานท่ีซับซ้อนหรอืมีข้อจ ากัดด้านเวลาและ
ความแม่นย าของมนุษย์ ตัวอย่างส าคัญคือการแพทย์
แบบเฉพาะบุคคล (personalized medicine) ซึ่งใช้ AI 
วิเคราะห์ภาพถ่ายเพื่อค้นหาความผิดปกติของโรคได้เรว็
กว่าการประเมินของแพทย์ เช่น การตรวจมะเรง็เต้านม 
หรอืโรคผิวหนังท่ีต้องดูจากสัญญาณเฉพาะจุด ช่วยเพิ่ม
อัตราการวินิจฉัยท่ีถูกต้องและการรกัษาอย่างทันท่วงที 

ในภาคเกษตรกรรม AI ถูกน ามาใช้เพื่อเพิ่มผลผลิตผ่าน
การวิ เคราะห์ภาพถ่ายดาวเทียม เซนเซอร์ตรวจวัด
ความช้ืนของดิน และระบบคาดการณ์ความต้องการปุ๋ย–
ปรมิาณน้าท่ีเหมาะสม แม้ประสิทธภิาพท่ีเพิ่มขึ้นจะช่วย
ลดต้นทุนและเพิ่มรายได้ให้เกษตรกร แต่ก็ต้ังค าถาม
ส าคัญด้านส่ิงแวดล้อมและจรยิธรรม เช่น การใช้สารเคมี

Building Responsible AI:  
Frameworks for Accountability, Audits, and Autonomy 
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เกินความจ าเป็น การปล่อยคาร์บอนท่ีสูงขึ้นจากระบบ
อุตสาหกรรมเกษตร และความเส่ียงท่ีระบบ AI จะผลักให้
เกษตรกรมุ่งสู่การผลิตสูงสุดโดยละเลยผลกระทบ 
ต่อคุณภาพดิน น้า และสุขภาพแรงงานในระยะยาว 

ในตลาดแรงงาน ผลกระทบของ AI ปรากฏเด่นชัดท่ีสุด
ในกลุ่มแรงงานรายได้ปานกลาง–ต่า โดยเฉพาะงานท่ีมี
รูปแบบซ้าหรอืพึ่งพาการประมวลผลข้อมูลจ านวนมาก 
เช่น งานเอกสาร การบริการลูกค้า หรือสายการผลิต 
งานวิจัยหลายช้ินระบุ ว่า  AI เป็นตัวเร่งส า คัญของ
นวัตกรรมใหม่ในสินค้าและบรกิาร เช่น ระบบวิเคราะห์
ข้อมูลอัตโนมัติ หรอืบรกิารแปลภาษาแบบเรยีลไทม์ ซึ่ง
สร้างโอกาสทางเศรษฐกิจรูปแบบใหม่  อย่างไรก็ดี  
ผลประโยชน์จากอุตสาหกรรมเหล่าน้ีไม่ได้กระจายไปยัง
แรงงานทุกกลุ่มอย่างเท่าเทียม แรงงานทักษะสูงมี
แนวโน้มได้รบัรายได้สูงขึ้น ในขณะท่ีแรงงานทักษะท่ัวไป
มีความเส่ียงถูกแทนท่ีด้วยระบบอัตโนมัติ หากไม่มี
นโยบาย reskilling และมาตรการรองรบัการเปล่ียนผ่าน 
โครงสรา้งรายได้ในสังคมอาจย่ิงเหล่ือมล้ามากขึ้น 

ผลกระทบของ AI ยังปรากฏชัดในระดับทักษะมนุษย์ 
งานวิจัยหลายช้ินช้ีว่า แม้ AI จะช่วยลดภาระงานและเพิ่ม
ความสะดวก แต่กลับท าให้ความสามารถพื้นฐานบางด้าน
ลดลงอย่างค่อยเป็นค่อยไป เช่น การใช้ระบบน าทาง 
(GPS) ต่อเน่ืองท าให้สมองส่วนท่ีใช้ในการจดจ าเส้นทาง
และวางแผนการเดินทางท างานน้อยลง ขณะท่ีผู้เรยีนท่ีใช้
โมเดลภาษา (LLM) เพื่อช่วยเขียนงานมัก “จ าเน้ือหาของ
ตนเองไม่ได้” และมีความรูสึ้กเป็นเจ้าของผลงานต่าเมื่อ
เทียบกับผู้ ท่ีลงมือเขียนเองหรือเพียงค้นคว้าข้อมูล 
นอกจากน้ี ระบบ AI ยังมีแนวโน้มเพิ่มจ านวนงานย่อยท่ี
ต้องจัดการ เช่น งานตรวจทาน แก้ไข หรอืส่งข้อมูลให้
ระบบอัตโนมัติ ซึ่งน าไปสู่ภาวะ “Tyranny of Tiny 
Tasks” หรือการสะสมของงานเล็ก ๆ จ านวนมากจน
กลายเป็นความเครียดเรื้อรังและลดคุณภาพชีวิต 
ในระยะยาว 

ปรากฏการณ์เหล่า น้ีสะท้อนว่า  AI ไม่ ได้ เ ป็นเพียง
เครือ่งมือเสรมิศักยภาพการท างานเท่าน้ัน แต่ยังเปล่ียน
รูปแบบการคิด การเรียนรู้ และพฤติกรรมของมนุษย์
อย่างลึกซึ้ง หากสังคมไม่มีมาตรการรองรบัและแนวทาง
ใช้เทคโนโลยีอย่างรอบคอบ ผลลัพธท่ี์เกิดขึ้นอาจลดทอน

ศักยภ าพม นุษ ย์และ เพิ่ มคว าม เห ล่ื อม ล้ า ท้ั ง ใ น
ตลาดแรงงานและชีวิตประจ าวัน 

รูปแบบการใช้งาน AI และความเส่ียงท่ีเกิดข้ึนจริงใน
ชีวติประจ าวนั 

การท างานของ AI พึ่งพาฐานข้อมูลจ านวนมหาศาล ซึ่ง
ต้องผ่านกระบวนการป้ายก ากับ (labeling) โดยแรงงาน
มนุษย์เป็นจ านวนมาก ขณะเดียวกันโมเดลภาษาขนาด
ใหญ่ (Large Language Model: LLM) ยังอาศัยข้อมูล
จาก Reddit มากถึง 40% ซึ่งเป็นแหล่งข้อมูลท่ีมิได้ผ่าน
การตรวจสอบหรือคัดกรองอย่างเป็นระบบ ส่งผลให้
มุมมองของโมเดลถูกก าหนดโดยวัฒนธรรมออนไลน์
แบบอเมรกัินและเสียงของผู้ใช้งานกลุ่มเฉพาะ มากกว่าท่ี
จะสะท้อนความหลากหลายของสังคมโลกโดยรวม  

ตัวอย่างหน่ึงท่ีสะท้อนปัญหาน้ีได้ชัด คือกรณีท่ีโมเดล AI 
วิเคราะห์ภาพบ้านในอินเดียแล้วระบุว่ามี “ยาสีฟันยี่ห้อ
อเมรกัิน” อยู่ในภาพ ท้ังท่ีผลิตภัณฑ์ดังกล่าวไม่ได้อยู่ใน
บรบิทน้ันจรงิ การตีความผิดเช่นน้ีเกิดจากข้อมูลฝึกท่ีมี 
“อคติด้านวัฒนธรรม” ท าให้โมเดลมองโลกตามแบบแผน
ของข้อมูลท่ีพบมากท่ีสุด ไม่ใช่ตามความเป็นจรงิของแต่
ละสังคมซึ่งแสดงให้เห็นว่าการรบัรูข้อง AI สามารถเอน
เอียงได้อย่างง่ายดายตามโครงสรา้งข้อมูลท่ีใช้ฝึก ไม่ใช่
ตามสภาพแวดล้อมโลกในความเป็นจรงิ 

ความเส่ียงจากการใช้งาน AI จึงเป็นส่ิงท่ีเกิดขึ้นจรงิใน
หลากหลายสาขา และส่งผลโดยตรงต่อประชาชนใน
ชีวิตประจ าวัน เช่น 

1) การจบักุมผิดตัวจากระบบจดจ าใบหน้า: ชายคน
หน่ึงถูกจับกุมจากข้อผิดพลาดของระบบ face 
recognition ซึ่งระบุผิดว่าเขาเป็นผู้ต้องสงสัย 
ท้ังท่ีไม่ได้อยู่ในพื้นท่ีเกิดเหตุ ส่งผลกระทบต่อ
ความน่าเช่ือถือของกระบวนการยุติธรรมอย่าง
รุนแรง 

2) อัลกอรทึิมคัดกรองผู้ต้องขัง: อัลกอริทึมคัด
กรองผู้ต้องขัง ท่ีประเมินว่าคนผิวสีมีความ
เส่ียงก่อเหตุซ้าสูงกว่าคนผิวขาว ท้ังท่ีไม่มี
ข้อมูลเชิงประจักษ์สนับสนุน ผลลัพธ์ดังกล่าว
ถูกน าไปใช้ในการตัดสินโทษและสิทธิในการ



  Bangkok Bank | Bnomics  

January  5, 202 6 

3 

 

ประกันตัว ท าให้เกิดการเลือกปฏิบัติอย่างเป็น
ระบบโดยไม่ต้ังใจ 

3) ระบบตรวจการโกงข้อสอบช่วง COVID: 
อัลกอรทึิมกล่าวหานักเรยีนท่ีมีภาวะสมาธิส้ัน 
(At te nt i o n  D e f i c i t  H y p e ra c t i v i t y 
Disorder: ADHD) ว่าโกง เพียงเพราะ “มอง
ออกนอกจอ” อีกท้ังยังตรวจจับใบหน้านักเรยีน
ผิวสีได้แย่ในสภาพแสงต่า ท าให้ผู้เรยีนจ านวน
มากถูกกล่าวหาโดยไม่เป็นธรรม 

4) Chatbot ในศูนย์ให้ค าปรกึษาเด็กมีปญัหาการ
กิน: องค์กรท่ีให้การสนับสนุนผู้ป่วยท่ีมีความ
ผิดปกติด้านการกินอาหาร (Eating Disorder) 
ได้น าระบบ chatbot มาใช้แทนเจ้าหน้าท่ีใน
การให้ค าปรึกษา แต่ระบบกลับให้ค าแนะน า
อันตราย เช่น การแนะน าให้ “ลดปรมิาณอาหาร” 
ซึ่งเป็นส่ิงตรงข้ามกับหลักการรกัษา ส่งผลให้
องค์กรต้องถอนระบบออกทันที 

5) การใช้อัลกอรทึิมเพ่ือค านวณผลสอบแทนการ
สอบจรงิ: อังกฤษใช้อัลกอรทึิมให้เกรดนักเรยีน
ช่วง COVID-19  ผลปรากฏว่าคะแนนของ
นักเรยีนถูกก าหนดโดย “ช่ือเสียงของโรงเรยีน” 
มากกว่าความสามารถของนักเรยีนจรงิ ท าให้
นักเรยีนจากโรงเรยีนรฐัได้คะแนนต่ากว่าท่ีควร 
ขณะท่ีโรงเรยีนเอกชนได้คะแนนสูงเกินควรจน
เกิดการประท้วงท่ัวประเทศภายในเวลาเพียง
ไม่ก่ีวัน 

6) การผลักภาระงานสู่ผู้ป่วยในระบบโรงพยาบาล: 
AI ท าให้การท างานบางขั้นตอนของบุคลากร
ลดลง แต่ในหลายกรณีกลับผลักภาระไปสู่
ผู้ป่วย เช่น ต้องลงทะเบียนออนไลน์เอง กรอก
ข้อมูลจ านวนมาก หรอืนัดหมายรกัษาผ่านระบบ
อัตโนมัติ  ซึ่ งอาจเป็นอุปสรรคส าหรับกลุ่ม
ผู้สูงอายุหรอืผู้มีข้อจ ากัดด้านดิจิทัล 

ตัวอย่างท้ังหมดน้ีสะท้อนให้เห็นว่า AI แม้ได้รับการ
ออกแบบมาเพื่อเพิ่มประสิทธภิาพ แต่เม่ือถูกน าไปใช้งาน
ในสภาพแวดล้อมจรงิกลับสามารถสรา้งความเส่ียงท้ังใน
ระดับ บุคคลและระดับ สังคมได้ อย่ า งกว้ า งข ว าง 
โดยเฉพาะเมื่อข้อมูลท่ีใช้ฝึกโมเดลมีความเอนเอียง หรือ
เมื่อระบบขาดการตรวจสอบและก ากับดูแลท่ีรดักุม 

ธรรมาภิบาล AI และแนวทางอยู่ร่วมอย่างยั่งยืน 

การก ากับดูแล AI จ าเป็นต้องต้ังอยู่บนหลักความโปร่งใส 
ความรับผิดชอบ และการคุ้มครองศักด์ิศรีความเป็น
มนุษย์ เน่ืองจากอัลกอรทึิมเข้ามามีบทบาทส าคัญในการ
ตัดสินใจท่ีส่งผลกระทบต่อชีวิตผู้คน ต้ังแต่การคัดกรอง
ข้อมูลบนแพลตฟอร์ม ไปจนถึงการอนุมัติสินเช่ือ การ
ประเมินความเส่ียง และการเข้าถึงบรกิารสาธารณะ การ
ท าความเข้าใจว่าอัลกอรทึิมท างานอย่างไรและส่งผลต่อ
ใครจึงเป็นหัวใจส าคัญของธรรมาภิบาล AI ระบบอาจมี
อคติแฝงอยู่จากข้อมูลฝึกท่ีไม่สมดุล การออกแบบท่ีไม่
ครอบคลุม หรือกลไกการคัดเลือกเน้ือหาท่ีไม่โปร่งใส 
ขั้นตอนแรกของการก ากับดูแลจึงต้องมีเครื่องมือท่ี
สามารถตรวจสอบและเปิดเผยพฤติกรรมของระบบได้ 
ซึ่งน าไปสู่แนวทางการตรวจสอบอัลกอริทึมในรูปแบบ
ต่าง ๆ 

1) การตรวจสอบ อัลกอริทึม  (A l g o r i t h m 
Audits): การตรวจสอบอัลกอริทึมจะช่วย
เปิดเผยรูปแบบความเอนเอียงท่ีซ่อนอยู่ใน
ระบบ โดยในงานศึกษาได้ใช้วิธกีารหลากหลาย 
เช่น sock puppets หรือบัญชีผู้ใช้จ าลองท่ี
ก าหนดเพศ เช้ือชาติ อายุ และพฤติกรรม เพื่อดู
ว่ าแพลตฟอร์มปฏิ บั ติ ต่อผู้ ใ ช้แ ต่ละก ลุ่ม
แตกต่างกันหรือไม่  ตลอดจน collective 
audits ท่ีรวบรวมข้อมูลจากผู้ใช้จ านวนมาก
เพื่อหาความผิดปกติของระบบ และ micro-
audits ส าหรบัสถาบันการเงินเพื่อตรวจสอบ
ความเป็นธรรมในการอนุมัติสินเช่ือ ผลการ
ตรวจสอบช้ีให้เห็นความเหล่ือมล้าหลายรูปแบบ 
เช่น การแสดงบ้านราคาแพงให้ผู้หญิงบ่อยกว่า
ผู้ชาย เว็บไซต์โรงแรมบางแห่งเพิ่มคะแนนรวิีว
สูงกว่าความจรงิถึง 25% หรอืโฆษณาสินเช่ือท่ี
เอาเปรยีบ (predatory loans) ถูกส่งให้กลุ่ม
รายได้น้อยในอัตราสูงกว่ากลุ่มรายได้สูง 

นอกจากน้ี หลักฐานเชิงประจักษ์ยังช่วยยืนยัน
ความจ าเป็นของการตรวจสอบ เช่น ใน ปี 
2 0 1 2  แ พ ล ต ฟ อ ร์ ม เ ส น อ ข า ย – เ ช่ า
อสังหาริมทรัพย์ในสหรัฐพบว่าผู้ใช้เช้ือสาย
เอเชียได้รับการแสดงผลท่ีอยู่อาศัยน้อยกว่า
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ผู้ ใ ช้ผิ วข าว ถึง  1 8 . 8 %  และผู้ ใ ช้ผิ ว สี ถูก
แสดงผลน้อยกว่าถึง 17.7% แสดงให้เห็นว่า
ระบบอาจมีบทบาทในการสรา้งหรอืขยายความ
เหล่ือมล้าด้านการเข้าถึงท่ีอยู่อาศัยโดยไม่ต้ังใจ 

2) ความโปร่งใสของแพลตฟอรม์โซเชียลมีเดีย: 
การศึกษาความโปร่งใสของแพลตฟอร์ม
โซเชียลมีเดีย พบว่าใน ปี 2017 เมื่อทดลอง
แสดงโพสต์บน Facebook แบบ “ครบทุก
โพสต์” เทียบกับ “โพสต์ท่ีระบบคัดเลือกให้ดู” 
ผู้ใช้มากกว่า 60% เพิ่งตระหนักว่าตนไม่ได้เห็น
เน้ือหาท้ังหมดจากเพื่อนและครอบครัว และ
บางคนเห็นโพสต์จากบุคคลท่ีไม่รูจ้ักในสัดส่วน
สูงกว่าคนใกล้ชิด ปรากฏการณ์น้ีท าให้ความ
ไว้วางใจต่อแพลตฟอรม์ลดลง และช้ีให้เห็นว่า
ผู้ ใ ช้ ต้องการค าอธิบายเ ก่ียวกับกลไกการ
คัดเลือกเน้ือหาเพื่อให้ผู้ใช้งานเข้าใจว่าเหตุใด
จงึเห็นหรอืไม่เห็นเน้ือหาบางประเภท ไม่เช่นน้ัน
แพลตฟอรม์อาจถูกมองว่า “ควบคุมการรบัรู”้ 
โดยผู้ใช้ไม่รูตั้ว 

3) การก า กับดูแลกิจกรรมบนโลกออนไลน์  
(Online Governance): งานศึกษาจาก 
Reddit พบว่าผู้ดูแลและผู้ใช้มักเห็นพ้องใน
ห ลัก เกณฑ์ของ ชุมชน  แ ต่ เ กิ ดคว าม ไม่
สอดคล้อง กันใน  “ วิ ธีก า ร บั ง คับ ใ ช้ กฎ ” 
โดยเฉพาะเมื่อชุมชนเติบโตเรว็เกินไป ส่งผลให้
ผู้ใช้บางกลุ่มรู้สึกว่ามีการบังคับใช้กฎอย่าง
เข้มงวดหรอืไม่เป็นธรรม และน าไปสู่การเส่ือม
ความเช่ือม่ันในแพลตฟอรม์ 

4) I m p a c t  A s s e s s m ent  ในระดับเมือง :  
ในระดับนโยบายเมืองของสหรฐั หลายพื้นท่ีได้
ทดลองใช้ AI Impact Assessment เพื่อ
ประเมินผลกระทบของระบบอัลกอริทึมต่อ
ประชาชนในด้านต่าง ๆ เช่น สิทธกิารเข้าถึงท่ีอยู่
อาศัย การขอสินเช่ือ หรอืการคัดกรองผู้ป่วย 
พร้อมพัฒนากลไกให้ประชาชนสามารถ 
โต้แย้งผลลัพธ์ของอัลกอริทึมหากพบความ
คลาดเคล่ือนหรอืความไม่เป็นธรรม แนวคิดน้ี
ช่วยสรา้งสมดุลระหว่างการใช้เทคโนโลยีและ
การคุ้มครองสิทธขิองผู้ได้รบัผลกระทบ 

5) ห ลักการออกแบบ  A I  ท่ี เ น้ นม นุษย์ เป็น
ศูนย์กลาง: การออกแบบ AI ท่ีมีมนุษย์เป็น
ศูนย์กลาง เป็นหลักการท่ีขาดไม่ได้ โดยระบบ
ควรยึดคุณภาพของข้อมูลมากกว่าปรมิาณ ให้
ความส าคัญกับความปลอดภัย ศักด์ิศร ีและ
ความเป็นส่วนตัวของผู้ใช้ ต้องมีความสามารถ
ในการอธิบายเหตุผลของผลลัพธ์ และเปิด
โอกาสให้ผู้ใช้ควบคุมประสบการณ์ของตนเอง
ได้จริง ไม่ใช่เพียงภาพลวงตาของการเลือก 
นอกจากน้ี ต้องให้ความส าคัญกับความเป็น
ธรรมและความหลากหลายของตัวแทนทาง
วัฒนธรรม เพื่อให้ระบบสะท้อนความเป็นจรงิ
ของผู้คนหลากหลายกลุ่ม ไม่ใช่เฉพาะกลุ่มท่ีมี
ข้อมูลมากกว่า 

กล่าวโดยสรุป การพัฒนา AI ในศตวรรษน้ีไม่ได้เป็นเพียง
การแข่งขันเพื่อสรา้ง “โมเดลท่ีฉลาดท่ีสุด” หากแต่เป็น
การแข่งขันเพื่อออกแบบระบบท่ีตอบสนองความต้องการ
ของสังคมได้ดีท่ีสุด การออกแบบท่ีดีจ าเป็นต้องเริม่จาก
ความเข้าใจมนุษย์ในฐานะผู้ใช้ ผู้ได้รบัผลกระทบ และผู้
ก ากับดูแลเทคโนโลยี ระบบ AI จึงควรท าหน้าท่ีเป็น
เครือ่งมือท่ีเพิ่มศักยภาพและเปิดโอกาสให้มนุษย์พัฒนา 
ไม่ใช่ลดทอนสิทธ ิความสามารถ หรอืโอกาสในชีวิต การ
ก ากับดูแลท่ีโปรง่ใส การตรวจสอบได้อย่างเป็นระบบ และ
การออกแบบท่ียึดศักด์ิศรคีวามเป็นมนุษย์เป็นศูนย์กลาง 
คือรากฐานส าคัญท่ีจะท าให้สังคมสามารถอยู่ร่วมกับ AI 
ได้อย่างมีความรบัผิดชอบและย่ังยืนในระยะยาว 
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